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Introduction

At the 12th ASB Global Steering Group (GSG) meeting held in March 2003, the ASB GSG expressed a need for a new operational data sharing policy for ASB.  This document provides implementation guidelines for the approved ASB GSG data sharing policy.

The ASB GSG approved the following data sharing policy statement (Resolution 6 of 2003 ASB GSG meeting):

ASB encourages free dissemination of its work when reproduction and use are for non-commercial purposes, provided all sources are acknowledged. ASB follows a policy of open, public access to its datasets.

The ASB GSG recognizes a number of factors that motivate data sharing:

· Collaborative research: The collaborative model of doing research involves a lot of different national and international partners. To be effective, this mode of research requires close sharing of data and taking advantage of the opportunities offered by electronic communication in general and especially, the internet. . This is mainly because electronic sharing and publishing of data offers more powerful and creative ways for presenting data than is possible in print media.  It also allows for instantaneous feedback by many more peers – which is important for improved data quality. 

· Scientists have a growing need to be able to integrate data from many different studies.

· Publications are no longer just peer reviewed papers (with built-in quality assurance) but a diverse set of outputs (including CDs, videos, TV programs, etc.).

· Emphasis on monitoring and impact requires long- term studies with a requirement to look after data over many years.

· There is a trend towards data sets generated with public funds being considered public property, with donors requiring projects to produce public data archives.

· There is a trend towards the raw data used in any science publication being made publicly available.

There are 4 key principles that underlie a data sharing policy (ICSU, ASB):

1. Data created with use of public funds should be recognized as a public resource and remain publicly accessible.
2. Quality assurance of scientific data is required for sound decision making.
3. Use of information and communication technologies (ICT) should ensure the open access and transparency essential for the effective use of data by researchers and decision makers.
4. Scientific methods need to be documented in order to be replicable. 

Implementation guidelines

Sharing data electronically is beset with many issues which (if left unattended) will cause the sharing to be less effective than it should otherwise be. One example: the failure to share a common understanding may lead to different types of expectations from stakeholders; does everybody understand the terms full, open, timely, quality and non-commercial -- which make up the policy statement – the same way? Another example: There are 4 types of stakeholders concerned with data sharing: a data subject  (farmer, policymaker, etc), the ASB researcher who generates data, other ASB colleagues, and the wider general public who needs to use the data. When full datasets are provided openly and expected to be of good quality, the needs for these stakeholders may run against each other. There is a need to strike a balanced position that most stakeholders would accept.

ASB Global Coordination Office will foster a common understanding of data access issues and provide guidance on contentious issues. 

1. Sharing a common understanding of terms in the policy

What do the terms sharing, full, open, timely and quality data mean?

What is an ASB Project? 

Data sharing means free public access. This is, the placement of well documented data into a central database accessible to ASB researchers, partners and the general public via the ASB website -- with varying degrees of accessibility depending on the state of the data set.
For the purpose of this policy, an ASB project is: 

a. A project developed in collaboration with ASB GCO, even if not including pass through funds. 

b. A project that received pass through funds.

c. A project that receives funds through a collaborative grant with ASB.

d. A project that has been designated as part of ASB by the ASB Global Steering Group.

Sharing data will help attain the goal of free public access. There are 2 broad models for sharing data: centralized and decentralized. Centralization refers to the allocation of all data sharing resources to one particular ASB office or partner that provides the data archiving and sharing service to all the others. The main characteristics of a centralized model include control, efficiency and economy. The decentralized model gives individual partners autonomy over their own data sharing resources (FTP sites, websites, databases, etc.) with flexibility, empowerment of the partners and service orientation. The decentralized model fits with how ASB operates and is likely to be the preferred model for the future, but its lack of controlled access makes it unsuitable to share data that are not published. Using the centralized model, one could think of a database archive hosted at the Global Coordination Office where the level of data accessibility could be controlled depending on the intended audience. Data that are placed in the database and that are very much a work-in-progress could be made accessible only to ASB researchers through password protection.  Once the information appears in a journal article, website, donor report, etc. it would be considered published and opened up for access to the wider public.

1.1 Full data sets

What is a full data set?

A full data set is so if it is complete and detailed.  These two characteristics are explained below. 

1.1.1 The completeness of the data set

Which data should be shared?

All data generated by ASB projects will be shared . For data that are not shared, researchers will explain why and give the time when it will be available. ASB data will be shared in a 2 stage process.  Initially the data is shared with other project researchers, and then once published, the data will be shared with the public.   
The following examples explain when a dataset is not complete. If in some study 3 parameters, for example, were assessed but only 1 is shared, then the data set is not complete. Data collected from some farms but only those from a few farms are published is also not fully shared. It could be that some farmers, for reasons of privacy and confidentiality, do not wish their data to be public. ASB will follow ethical guidelines to protect privacy (see ASB Governance Policy and annex on “Ethical guidelines for interview subjects and for use of subject’s images”). Or it could be the researcher is holding some data pending some publication. 
1.1.2 The level of detail of a data set

How detailed should a shared dataset be?  For ASB we have identified three distinct levels in which a dataset is described, which translates to 3 sections of a data set: The data catalog, the data analysis and the actual data. 

I would consider combining 1.1.2.1 and 1.1.2.2 as they are basically the same thing.  Ideally what you need are good metadata describing the dataset and this usually includes the methodology of creation.  You will probably have to decide what metadata fields are important to fulfill your needs.

1.1.2.1 The data catalog (meta-data)

What is the minimum requirement for a data set?

ASB researchers will submit the metadata of the dataset(s) produced by an ASB project to the central ASB database using a set of key fields compiled as a data catalog based on the MA metadata standards (see Appendix 1). The data catalog will always remain public.

The first section of a dataset is equivalent to a catalog and comprises descriptions (also commonly referred to as meta-data) needed to support discovery of the data resource in the internet and awareness of data holdings among researchers. There are many data description models and standards available to support this need, depending on the data type.  For instance, the 1992 the Federal Geographic Data Committee developed a very elaborate standard for describing geospatial data sets. The full standard is rarely used by non-federal institutions because of its complexity. It has over 300 data description elements. There have been efforts to isolate the minimum elements required for resource location not necessarily for geospatial data. The Dublin core is one such initiative, requiring only 15 elements to describe a data resource.  

The Millennium Ecosystem Assessment (MA), of which ASB is a partner,  has developed a data catalog which allows MA authors to browse for relevant data (this catalog will soon be released to the public), and recently released a set of ‘Metadata requirements and creation guidelines’ which are based on ISO 19115 and FGDC spatial metadata standards.  These two are the basis for the ASB data catalog. 

1.1.2.2 Data analysis (processed data)

What meta-data are required (above those needed for data set identification) without giving my data away?

All ASB projects will produce technical reports that will be used to generate lists of datasets available and the meta-data for describing them (See Guidelines for Archiving Research Project Data, Appendix 3). 

In the second section of a data set you should find enough details to decide if a data set would be suitable for an intended purpose or not. It is hard to find standard protocols for this section. How much detail should you include with the data? In their paper, Best Practices for Preparing Sets to Share and Archive (See Appendix 4), Cook et. al. argue that documentation accompanying your data set should be written for a user 20 years into the future -- what does that investigator need to know to use your data?  You should write the document for a user who is unfamiliar with your project, methods, or observations. For example , see http://www.cbmglobe.com/images/CBMSitesApr03.pdf from Andy Gillison at the Center for Biodiversity Management.

Researchers do not write down the metadata for different reasons (See Ronald Vogel). One of them is the time consuming nature of writing meta-data, but when archiving data from whole projects this problem is less acute than otherwise. The reason is that with a little help the meta-data can be gleaned from scientific documents, such as monographs, workshop proceedings, annual reports, journal articles, project reviews etc. (see Guidelines for Archiving Research Project Data, Appendix 3). We have found technical reports to be very useful for this purpose; they provide details of data sets that do not make it to the level of a journal publication.

Here is a prototype of archived datasets from some of the past ASB work: Thematic and Country Reports: http://www.asb.cgiar.org/data/dataset/browse.htm (Figure 1). 

1.1.2.3 The actual data (raw data)

Do I need to archive the raw data?

It will be at the discretion of the researcher whether to archive raw data electronically or not. Should the researchers(s) decide to archive the raw data, then he/she/they will be required to provide, in addition to the data catalog and data analysis, detailed descriptions of the data files and the variables contained in them. The ASB Global Coordination Office will provide her/him/them with guidance for preparing the data and all the supporting meta-data.

The third level of detail of a data set comprises the actual primary data . Archiving of the primary data is desirable. However, it involves more work than archiving summaries (eg. tables, graphics, figures in country reports). Should we archive raw or processed data? That depends on the author of the data set. Some authors may feel that the summary tables, graphs or maps presented in the ‘data analysis’ are sufficient and that the raw data from which they are derived are not useful anymore. Others may feel that the raw data may have much more information than what has appeared in publications so far. Such data are useful candidates for publishing in refereed journals, such as the Ecological Archives. Processed data can also come in the form of digital data – spatial or non-spatial.   

Ecological Archives publishes materials that are supplemental to articles that appear in the ESA (Ecological Society of America) print journals (Ecology, Ecological Applications, and Ecological Monographs), as well as peer-reviewed Data Papers with abstracts published in the printed journals. Ecological Archives is published in digital, Internet-accessible form. Three kinds of publications appear in Ecological Archives: Appendices, Supplements, and Data Papers. Ability to publish appendices and supplements in Ecological Archives allows authors to shorten the paper version of a manuscript without withholding germane material not essential for understanding the paper. It also allows authors to make available substantial amounts of supporting material such as methodological details, data tables, graphs illustrating additional analyses, photographs, additional references, and supplemental discussion, all as citable entities. For more information, see: http://www.esapubs.org/archive/archive.htm 

Level of detail of a database

	1
	Data catalog

	2
	Summaries (tables, graphics, figures in country reports)

	3
	Raw Data


Note: ASB country reports are submerged in 1 and 2

1.2 Open datasets

What does “open dataset” mean? There are 2 ways to look at openness: ‘where’ and ‘how‘.

1.1.2.1 The ‘Where’

Where are the data located?

ASB researchers will publish the data in the ASB website or their own website.  If the latter, then the ASB website will provide links to their sites..

The ‘where’ relates to physical location from which the data are accessed. It has varying degrees, depending on the audience that one might like to reach. Keeping the data to yourself represents the least level of openness. Publishing them on an intranet where only colleagues working on the same problem can access the data represents another level of openness; password protected on the ASB web site where colleagues and partners have access, another higher level; and on a public accessible site, such as the ASB website or Ecological Archives, represents yet another level of openness. An increasing level of openness does not come free; it is often accompanied by increased amounts of inputs demanded from authors in order for the data to make sense to most users at each level. This in turn leads to better quality datasets.

1.2.2.2 The ‘How’

How are the data organized?

ASB researchers will present datasets in non-propietary formats which are the most useful for long-term archiving. The ASB Global Coordination Office, with assistance from the ICRAF Research Support Unit, will provide guidance on appropriate data publishing formats for specific data sets on request.

We recommend ASCII format for text. If figures, maps, equations, or pictures need to be included, use html (hypertext markup language). Images, figures, and pictures may be included as individual gif (graphics interchange format) or jpeg or jpg (Joint Photographic Experts Group) files. Stable proprietary formats such as rtf (rich text format) or pdf (portable document format) are acceptable but not encouraged .

The ‘how’ relates to the format in which the data are stored. Some formats of storing data may constrain their use much more than others. To ensure that documentation can be read 20 years in the future requires that it be in a stable non-proprietary format (Cook et. al). Presently ASB publishes data using the PDF format, which is very handy when the data are presented on printed medium. This is fine for short summary tables. However, the electronic medium of publishing has opened up better opportunities for presenting large tables of raw numbers, which previously were difficult to print. Presenting such data in PDF format is less useful than other alternatives for further processing in terms of working directly with the data (eg. use of data within tables, figures, etc). Following the ASB-MA inception meeting where researchers requested more useable formats for presenting ASB datasets, the ASB Global Coordination Office has responded by restructuring existing data sets so that the effort required to re-use the data sets is minimal.  You now can cut and paste the information and use it without major modifications directly from the country and technical reports. See the prototype at: http://www.asb.cgiar.org/data/dataset/browse.htm and click on “Integrated Assessment of Land-use alternatives”. (Figure 1) .
1.3 Timely

Metadata and processed data (summaries: tables, graphics, etc)  will be submitted at the end of each ASB project and will be part of the Technical Report(s) produced. A grace period of 2 years after the end of a project will be given to data originators for publishing based on project data unless otherwise specified in the contract.
1.4 Quality

All data and information submitted to the ASB Global Coordination Office will indicate how quality control has been applied. ASB researchers will indicate if the data were peer reviewed or not.  If not, they must provide an internal quality assessment of it (see Appendix 1).

1.5 Non-commercial

Non commercial means not for profit. No user is allowed to sell to others any information downloaded from the ASB site.

2. Conflict resolution

What do I do if contentious issues of data sharing arise?

Specific contracts , MoUs and other types of agreements with the partners and or contractors, should describe procedures for handling contentious issues on data sharing. 

Key issues in conflict resolution relate to respecting privacy and confidentiality of subjects, respecting the needs of those generating data while avoiding barriers to the flow of data to reach consumers who may need it for further agricultural research, policy formulations and informed public debates.

2.1 Costs of publishing and archiving

Who pays for the cost of sharing data?

Each  project will pay for the cost of publishing data for archiving. ASB researchers therefore must budget for data publishing during the initial planning of research. The archiving will be a continuous process, carried out during the execution of a project, rather than at the end of the project.

Two prototypes of data archiving have been developed by ASB GCO and ICRAF RSU: 

· ASB data catalogue based on the MA metadata guidelines as a model for new datasets (see appendix1 or http://www.asb.cgiar.org/data/Cstock.htm ) 

· Searchable html units extracted from Technical Reports to extract data and metadata from past projects (see Guidelines for Archiving Research Project Data,  Appendix 3 and http://www.asb.cgiar.org/data/dataset/browse.htm ). 

Preparing data sets to reach a wide public audience can be time consuming and costly, if it is done too late in the process. Experience has shown that after a project is over, researchers are often uncooperative in spending the extra time and effort necessary to provide their data in a complete and understandable package. (Science data centers symposium, 1988, NOAA Science Center, Silver Spring MD). Therefore most costs of archiving data sets should be incorporated into a project’s regular budget (Kurtzman et. al.).

Presently the ASB Global Coordination Office is archiving data sets, but its capacity to do so is likely to decrease with more data sets coming in. Researchers need to accept responsibility for this key element of the research process.

2.2 Credit where it is due

How can I share my data without losing the advantage of being the first one to publish from them?

ASB researchers will archive and open up data sets for access as soon as they are reported in publications. For data sets that are works in-progress, the researchers will still archive them. A grace period of 2 years after the end of a project will be given to data originators for publishing based on their data unless otherwise specified in the contract. ASB researchers may negotiate with funding agents and the ASB Global Coordination Office for extension of this period on a case by case basis.

A commonly cited fear among researchers, which hinders data access to the public, is the likely loss of publishing opportunities when data are provided fully and openly sooner than later. Hard work needs to be recognized, and that justifies holding back data for a limited time to preempt loss of recognition and promotion. How long can such reclusive rights be enjoyed? Kurtzman et al (2002) argue that data that will be reported in publications are ideally shared immediately upon the report’s acceptance. However, for some types of data, it is reasonable to delay the sharing for a period following publication. These include longitudinal studies that produce rich data sets that may reasonably be reported in separate publications. The length of the delay depends on the study, and different institutions have reported times ranging from 6 months to 3 years after the end of the study. Very few agree on time limitless custody of data, because it is a real threat to data flow to the public.

2.3 Intellectual Property Rights (IPR)

ASB will adopt the the current ICRAF IPR Policy Guidelines,whose main principles as they apply to ASB are: 

Research outputs are ‘International Public Goods’ and as such shall use the most appropriate mechanisms to make the results freely and widely available to all.  ASB adheres to the principle of unrestricted public access to its final research outputs and shall not seek IPR protection on them (see ICRAF IPR Policy Guidelines, attached to ASB Governance Policy).

It is possible that a researcher may be rewarded for his or her work now but may be locked out of his/her innovation in future if IPR issues are not addressed adequately. Geospatial data is particularly sensitive to this issue. Longhorn et. al. illustrates how readily IPR and related issues can permeate a project using Geographical Information Systems (GIS). In this example, new layers of spatial information are added to existing ones which have been properly cited. Then questions are raised as to who has IPR over the new product and whether joint IPR is legally permissible or not. IPR issues are complicated and ASB researchers will need expert advice from competent bodies, such as the CGIAR CGIAR Central Advisory Service on Intellectual Property (CAS) (See Abbreviated Recommended Guidelines for Managing Spatial Information IP, Appendix 2). 
One strategy for maintaining intellectual property as a public good (Adams et. al.) is defensive publishing. Here, the scientists disclose details about their data to the public, thereby preserving their freedom to use it by preventing others from patenting it. The link between defensive publication and patenting is the requirement for novelty in a patent application. Since defensive publication makes a description of the data available publicly, the data can no longer be called new and thus patent-worthy. This strategy fits with the need for full and open data sets as described earlier in this document. 

2.4 Data ownership

ASB produces international public goods and it uses mainly public funds for its research.  ASB holds the ownership of the outputs it produces. ASB will not be responsible for any discrepancies of data ownewship. 
Some universities take the position that data generated using public funds are owned by the university. (e.g. http://www.rcr.emich.edu/module3/c_14ownership.html  ) ASB researchers have the first priority to analyze and publish all the primary data they collect.

2.5 Confidentiality

All ASB generated datasets will include meta-data to show what is collected, why, how, and for what use and will explain these to the affected individuals, research subjects and / or research participants following ethical guidelines (see ASB Governance Policy, Annex “Ethical guidelines for interview subjects and for use of subject’s images”). 

Records of farm expenditures, farming practices, or property boundaries are legally viewed as personal data, especially under European privacy law (Longhorn et. al) .
ASB researchers will honor policies to protect privacy by explaining in detail the purpose of collecting the data to the affected individuals (see ASB Governance Policy, UK data protection act, http://www.hmso.gov.uk/privacy.htm and example data record I )  When researchers do not obtain the permission for disclosure of personal details they will need to manage the data in such a way that identities of individuals are not recorded (e.g. by assigning identification numbers or by aggregating to a level above the individual or farm)– depending on the nature of the study (See example data record II). 
Example Data record

	I

Name: XX

Place: ddfsdkjsd

Income: $ 5/day

Farm size: 8 has
	II

ID: 005

Place: ddfsdkjsd

Income: $ 5/day

Farm size: 8 has

	Purpose of the interview:

How:

Shared: Y/N
	Purpose of the interview:

How:

Shared: Y/N


2.6 Liability regarding data

The ASB disclaimer will accompany all publicly accessible data sets: 

(c) Copyright and Fair Use 

ASB / ICRAF holds the copyright to its publications and web pages but encourages duplication, without alteration, of these materials for non-commercial purposes. Proper citation is required in all instances. Information owned by other providers and requiring permission is marked as such. Website links provided by the ASB site will have their own policies that must be honored. The information provided by ASB is, to the best of our knowledge, accurate although we do not warranty the information nor are we liable for any damages arising from use of the information. ASB / ICRAF maintains a database of users although this information is not distributed and is used only to measure the usefulness of our information. Without restriction, please add a link to our website http://www.asb.cgiar.org on your website or publication.

When you provide data fully and openly, you face certain legal responsibilities. For instance you may not have described your datasets fully enough to secure IP rights, or may have lost them to a consultant that you contracted to do data handling on your behalf. This is where the disclaimer becomes a form of absolving you. You may face liability for infringement of IP rights, whether intended or not, including failure to control access TOotected data that are under your care. You may fail to secure accountability for defective data that lead to legal actions against you. You may also have breached privacy and confidentiality. ICRAF is the legal identity of ASB and ICRAF disclaim liability.  

One factor that can mitigate liability is how much care was exercised in data management -- providing evidence to show that the best practice was adopted in transforming data from one state to another to the final result. This means to be as transparent as you can and maintain clear records of methods and datasets. This is only possible if data records are maintained so that a forward or backward audit trail can be carried out easily and independently.
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Figure 1. Prototype of Archived Country and Thematic Report. 

See: http://www.asb.cgiar.org/data/dataset/browse.htm 
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Appendix 1: Prototype data catalog for ASB datasets 

Online at: http://www.asb.cgiar.org/data/cstock.htm 

	1
	Data set id


	CStock



	2
	Data set name


	Carbon stock in slash-and-burn and alternative land uses at ASB Benchmark sites in the humid tropics



	3
	Institutions (producing the data) / Originator / Creator

	Research at the benchmark sites was done by EMBRAPA-Acre, EMBRAPA- Rondônia, CENA and ICRAF- Perú  in Brazil; IRAD in Cameroon; and CRIFC-AARD, ICRAF, BIOTROP-GCTE Impact Centre Southeast Asia, and University of Brawijaya in Indonesia.  Modeling activities were led by Colorado State University. TSBF led the Climate Change Working Group and assisted with the design of standardized protocols, training, field measurements and the global synthesis.



	4
	Scale/Resolution
	Plot level



	5
	Brief description/

Abstract


	Carbon stocks were measured in the soils and vegetation in 94 sites in the three ASB benchmark countries (Brazil, Cameroon, Indonesia) and in an additional 22 sites in Perú.  The sites sampled in each country included undisturbed or selectively logged forests as the reference point; areas that had been recently slashed, burned, and cropped; and areas that were subsequently planted to pastures, tree plantations or agroforests, or areas abandoned to fallow regrowth. This dataset, compiled by the ASB benchmark team, is unique in that it provides data collected and analyzed by standardized methods across sites.  In addition, the information in this dataset on the carbon stocks and carbon accumulation rates in young fallow vegetation and agroforestry and plantation systems are rare for the tropics.



	6
	Comments


	The main purpose of this catalog is to avail and ensure re-usability of ASB data sets, especially in the MA and the ASB impact assessment. Published documents have been used to pull out details that document original (raw) data to very high standards..



	7
	Recent publication use / Publishe

	http://www.asb.cgiar.org/PDFwebdocs/climatechangephaseIIreport.pdf
CARBON LOSSES AND SEQUESTRATION FOLLOWING LAND USE CHANGE IN THE HUMID TROPICS


	8
	Peer review/Quality indicators

Provide evidence that the dataset has been peer reviewed. External citation or description of MA data handling procedure followed. For non-peer reviewed data please critically assess the dataset for logical consistency, completeness, attributes.


	The current dataset allows for general comparison of C stocks and time-averaged C values among general land-use types, but some caution must be taken in using these estimates.  There are several steps in which errors may affect the accuracy of the estimates. These include small plot sizes for estimating the biomass of large trees, insufficient numbers of replicates, and inappropriate allometric equations for estimating tree biomass for some of the systems.

 

The total area sampled for tree biomass at each site was 500 m2 (= quadrat size (00m2) multiplied by five (quadrats per site).  Although this may be sufficient in areas where trees are small, < 25 cm diameter at breast height (dbh), it is much less than the 2,500 m2 recommended by Brown et al., (1995) for obtaining accurate measurements in tropical forests where much larger trees are encountered.  The protocol has now been modified to increase the quadrat size to 5m X 100m in areas where there are trees with a dbh  >25cm.

 

The above- and below-ground C estimates for most of the land-use systems were obtained from only three or four true field site replicates (in each field site, estimates were obtained from an average of five quadrats = pseudoreplicates).  In some cases the variability was quite low, but in others it was unacceptably large, and in other cases the estimates were obtained from only two field site replicates. If these C values are to be used for modeling and national inventories,  then the accuracy must be improved by increasing the number of replicates.

 

Another source of error could be related to the allometric equation used for estimating the biomass of trees based on their diameter.  The current equation was developed primarily for mature forests that often included only trees greater than 10 or even 25 cm in diameter (Brown et al., 1989).  In addition, the density of the wood in these mature systems may be greater than that in young, regrowing systems.  There are indications that this equation may overestimate the C of trees of dbh < 25cm, which, in fact, includes most of the trees in the secondary forests, fallows, agroforestry and tree plantations measured at the ASB sites. New equations being developed based on extensive sampling of trees in young fallows (Ketterings and van Noordwijk for Indonesia and Palm and Szott for Perú) give estimates half those obtained from the Brown equation.  Several other recent studies have shown a considerable range in allometric equations for both primary and secondary forests in the humid tropics of Brazil (Alves et al., 1997; Araujo et al., 1999; Nelson et al., 1999).  

 

Application of these new equations to young, regrowing fallow and agroforestry systems will affect carbon stock estimates and rates of C accumulation. Such systems are currently of interest to the global change community as there is debate on how much C is taken up by regrowing vegetation.  Once new equations for smaller diameter trees and for specific agroforestry species have been agreed upon, then C stocks, C accumulation rates, and time-averaged C values for many of these systems can be improved relatively rapidly.  In addition, since most of the C in these systems is in the trees, we would recommend sampling several more young fallows, mature or growing plantations and agroforestry systems.  The tree biomass will be estimated by measuring dbh of the individual trees, noting which species, and then applying the specific allometric equations.

 

Root sampling and estimation of the C stored in roots has proven to be the most difficult of all the parameters measured.  The estimates for roots have not been included in the tables and figures presented in this report.  If one assumes that the root-to-shoot ratio remains relatively constant for the different systems within a site, then there is a means of estimating the C stored in the root systems.  At the very least, it is possible to say that including roots in the C stock comparisons made above will only magnify the loss of C.  As an example, the roots in a plantation will be less than the roots of a forest system, as is the above-ground C, and therefore the difference in total C between the two systems is larger than, but in proportion to, that estimated by above-ground C only.



	9
	Publication Data

	 -



	10
	Availability rules and access constraints, IPR, restrictions in obtaining and using data.
Please enter all known legal and financial impacts or other barriers other authors may face in using this data. This may include availability information, costs, use and redistribution restrictions, attribution requirements, etc.


	ASB encourages free dissemination of its work when reproduction and use are for non-commercial purposes, provided all sources are acknowledged. ASB strives for open, public access to its datasets and will consider requests for access to ASB datasets on a case-by-case basis in consultation with the ASB Consortium partners who generated the data.




	11
	Data dates (temporal extent)
Enter the years for which the underlying data is accurate. If exact date is not known, make best guess or leave blank.


	Year 2000



	12
	MA Keywords

Please provide keyword citations using Conditions and Trends chapters (by ecosystem), services, response options, scenarios, drivers. Separate with semicolons.
	Climate change, carbon sequestration



	13
	Geographical keywords location)
Please enter global for global databases. For subglobal datasets, include region and a comprehensive list of subregions. Separate with semicolons. (Example: southern africa; south africa; namibia; botswana) or coordinates if available
	 Brazil, Cameroon, Peru, Indonesia


	14
	URL

If dataset is not available online, list contact information or other means of obtaining data.
	http://www.asb.cgiar.org/data/details/cstock/cstock_variables.htm
and

http://www.asb.cgiar.org/data/details/cstock/cstockc.txt 

	15
	Contact person (for non peer reviewed data)
	

	16
	Source citation (recommended reference to be used to cite the data).
	

	
	
	


Appendix 2. Abbreviated Recommended Guidelines for Managing Spatial Information IP

Detailed checklists will be available at the CGIAR Central Advisory Service on Intellectual Property (CAS) web site (www.cgiar.org/isnar/cas ).

1. Keep a laboratory or project note book that documents:

• Data sources, data created, enhancements to data.

• Software used or created.

• Any transfers of data or software among research groups or institutions.

• The notebook should indicate who did what when and be updated and backed up regularly.

2. Read the license agreements when acquiring software packages or access to data sources.

3. Maintain a physical file containing all data and software transfer agreements.

4. Maintain metadata with references to all data and software transfer agreements.

5. Use a data or software transfer agreement to document terms of any interchange,

checking that the terms in the distribution agreement do not conflict with other licenses (e.g., for data from third parties).

6. Provide secure storage for all data (primary and secondary) for a minimum period of 10 years following closure of a project (according to several codes of good  practice).

7. If major data sets may need to be traced over time, consider including “digital

watermarks” that will allow the owner to identify the data even after it has been

extensively modified.

8. When dealing with data that include personal information (e.g., names of individuals or their land holdings), explain the purpose of collecting the data to the affected individuals and establish a clear policy for disposition of the data at the end of the project. Alternatively, manage the data in such a way that identities of individuals are not recorded (e.g., by assigning identification numbers or by aggregating to a level above the individual, farm or whatever).

9. In creating names for products, especially software, conduct a search for similar already trademarked names.

Source: Roger A. Longhorn, Victoria Henson-Apollonio, Jeffrey W. White. Legal issues in the use of Geospatial data tools for agricultural and natural resource management: A primer. Mexico, D.F.: International Maize and Wheat Improvement Center (CIMMYT). http://www.cimmyt.org/Research/NRG/map/research_results/tech_publications/IPRPrimer.pdf
Appendix 3: Guidelines for Archiving Research Project Data 

-- with illustrations from some  ICRAF projects

P. Muraya, March 2004. Draft 1

Introduction

Archiving research data is important for secondary use in order to create a valuable resource for the future and to reduce the need for expensive repetitious data collection (ESDS). Researchers can create their own archives, but whether the archives are effective in achieving the desired goal of locating and using the data by future users depends on a number of factors – one of which is the meta-data. When files are archived at the end of a research project most of the meta-data needed to support the data generated by the research activities are often scattered in a variety of documents, such as, annual reports, manuscripts for journal articles, project review reports, trip reports, workshop proceedings etc. What is not captured in the archive are links between the meta-data in the documents and the data they relate to, so that when the originators are no longer available, locating the data (e.g. through a web index) and understanding them is much more difficult for other users than it should be. Ronald Vogel et al. has pointed out some of the reasons why researchers do not write meta-data. To his list we would like to add: it is repetitive, because it has already been done during the development of various documents. In this guideline we present the tools and methods to identify and mark meta-data in scientific documents, associate them with related data files, and publish the results in such way that a full text index can be used to search and locate data from the numerous files that often mark the end of a project.

The general approach

This guideline is based on an iterative approach that starts by identifying “study” units in research documents. A “study” is defined as a set of meta-data that can be useful to document one or more sets of data. It could be a chapter in an annual report, a section in a workshop proceeding, a whole journal article, or entry in a monograph. A “study” can be nested within another study, the structure of the hierarchy being determined by, for example, the broad objectives, outputs and specific activities of the project. The method works by explicitly marking (using XML-aware tools) the existing documents to identity the study hierarchy and associated data files, transforming the marked documents to generate the following two outputs:

(1) a list of searchable “study” files to which the data are attached. This list is then full text indexed so that you can locate data sets by user-desired key word.

(2) an easy to browse tree structure that should follow the study hierarchy thus capturing the logical organization of the list of “study” files.

When “studies” from multiple documents are viewed together, discrepancies show up more easily than when documents are considered individually. You may need to edit headings in the original documents, or re-mark the studies in a different way to generate different but better looking outputs 1 and 2 above. This is an iterative process whose rate of convergence to the final result depends on who is carrying out this process. The originators of the document and data files will do it faster, but the promise of this approach lies in that it is feasible (with minimal help) to derive sensible results even when the originators are not easily accessible.

The tools you need

To use this guideline you will need the following software tools:

· Microsoft Office Word 2003 which is part of Microsoft Office Professional Edition 2003. This version has the new XML features that are additional to the familiar Word interface

· The Data Management publishing support tools developed for this guideline. Those with access to the ICRAF intranet can download them using their ICRAF/username and password. We intend to upload the tools to a publicly accessible site; in the meantime contact the author if you want to use it immediately.

The structure of a document

In order to use these tools effectively, it is important to understand the various elements that are used to structure word documents. There are 2 types of documents: a report and a datafile. 

Report document type

A report document type is any document, developed by a researcher during the execution of a research project, and contains information useful for locating and understanding datasets. There are many examples, such as documents with detailed descriptions of the research protocol, annual reports that tell us the status of research activities, a manuscript of a journal article, etc. Report documents have different organization structures, depending on the intended audience; the key to using the tools and methods presented here lies in identifying the description of a very specific piece research activity and the datasets associated. We have defined the generic term, study, to represent a specific research activity and all the headings that place the activity into broader research topics. Each study must be have a name; the authors is an important but optional element. The lowest member in a study hierarchy has the descriptions that we require to link to the available datasets. We have defined the data element to capture these descriptions. An optional element called assessment was designed to capture and group names for data files associated with the study.   

Datafile document type

The method described above for associating data files and a study is a direct one, involving editing the original document to effect the link. The data file document type was designed to provide an indirect method for achieving the same purpose. A datafile contains one or more study names, each of which may have one or more assessments. The data file names are then placed under one assessment. Figure  1 illustrates a tree view of a datafile document type.
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Figure 1. The structure of a datafile document type

How to do it

Assumptions
To start using these guidelines we have assumed that you have so organized your data files that you can access them through one node in your computer folder structure. From the Zambezi basin project experience, we know that this can take less than an hour; and from experiences of Paul Smithson, the former ICRAF soils laboratory manager, we also know that this could take as long as 9 months, depending on how scattered the data files are. We also assume that you know the file folder structure, document and data file contents well enough to establish the linkages without more effort than is necessary. Lastly we assume that you have the time to do it yourself; if not you may want to engage with the ICRAF’s Research Support Unit to get you started.

Before you start…

Install the data management tools on your computer. To do this you need to:-

1. Download DMpublish.zip from ICRAF’s Sharepoint server if you have not done it yet from the “Tools you need” section and to extract the zipped files into a desired folder.

2. Run setup.exe and follow the wizards.

3. Test the software by running DMpublish from the Windows Start/Programs menu.

Add the XML schema files, study.xsd and data.xsd, to Word 2003 Schema library. You may need to follow Microsoft Word2003 help for details. The first schema file helps us to mark-up a word document with appropriate tags to capture the “study” structure of a document. The second one is needed to mark-up the data files section of each “study”, so that the data and the meta-data derived from a “study” are firmly linked up together

Marking up the documents

You start by opening a document and attaching the study and datafiles schema. You may need to follow the Word 2003 help for details. Once the schema are registered the elements needed for marking up the document are made available to be applied to a current selection in the document

Identifying the “study” elements (i.e. our basic unit for organizing meta-data) in a research document can be easy or difficult depending on its size and whether is formatted with Word’s heading styles or not. Most documents are large and not formatted with heading styles, so that’s a safe starting point. We will not attempt to reformat the document with heading styles because it may change the look of the document, making it difficult to follow. Sometimes the table of contents is a useful guide to the document structure.

When marking up a document that has many study elements (some of which may be nested within others) we have found it convenient to follow these steps:

1) Mark all the study elements at the highest level in the study hierarchy, as shown in figure 2. If you inspect the XML structure tree view, you will notice that (a) the nodes marked thus (…) are unmarked text and (b) the unmarked text should be part of the preceding study element.
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Figure 2: View resulting from the first step of identifying study elements

2) Adjusted the study element tags so that the unmarked texts are enclosed inside the tags. Markup the study name. If there are further study elements below the first level, the above steps are repeated, until the lowest study level is reached. 

3) The data element is easy to select and mark for the lowest study in the hierarchy, so that the resulting view of the XML structure is similar to figure 3
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Figure 3: The structure of a fully marked-up report document type

Transforming the documents 

Our basic unit of archiving is a file (referred to as archfile) comprising of a set of meta-data to which one or more data (files) are explicitly linked. Search engines rely on the text in the meta-data to construct an index that is subsequently used to retrieve the archfile and hence the data (file). Transformation is the process of generating archfiles from document and data files. The first step in this process is to break up the existing research documents that have already been marked-up to delineate the hierarchy of studies found in the documents. In a step that follows, the archfiles are combined with the actual data – if necessary.

Transformation is controlled by a set of XSLT files, which technical users may change to customize to modify the behavior. The files are self document but you require some knowledge some XSLtransformation to use them effectively.  For a typical user we have provided a software tool, DMpublish , to simplify the transformation process. When executed, the tool shows an interface similar to figure 4
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Figure 4: The user-interface to the data publishing software tool.

Performing the document transformation is an iterative process that takes the following steps:

1. Specify input folder, the source of the document files.

2. Specify the name and location of a working file – needed by subsequent steps

3. Merge the documents and data files, to generate the working file 

4. Specify output folder, the location for archfiles 

5. Make a browser file, and launch it to view the resulting study hierarchy

6. Do you like the resulting tree view?

7. If not, edit documents as required, and repeat step 3

8. If yes, generate the archfiles. 

We have provided a single button to perform steps 3, 5 and 8 continuously; we found this useful when dealing with many large documents that were time consuming. 

Full text indexing

The output from the “Transformation” was designed to let us retrieve data by searching them using key words through a full text index. We used two methods to build the index: the Windows Indexing Service and Sharepoint.

Windows Indexing Service 

The Windows Indexing Service extracts information from a set of documents and organizes it in a way that makes it quick and easy to access the information through the Windows search function, the indexing service query form, or a web browser. This approach is suitable for building a private archive on your local or network drive for datasets that are work-in-progress and therefore not yet ready for general public access. Once the index is created you can query the index for documents that contains key word or phrases. You may want to refer to the Microsoft Management Console/Indexing service help for details on setting up and using the service, but one of the important parameters you need to specify is the “Output” folder location (Fig. ?) which should be containing he documents to be indexed. 

Sharepoint

The second method we used for indexing datasets utilized the Microsoft SharePoint Portal Services. SharePoint products and technologies facilitate collaboration within an organization and with partners and customers over the internet; this approach is suitable for publishing datasets more widely than the previous one. In our case we created a new subfolder (under the Shared Documents folder), transferred all the files from “Output” to the subfolder and “published” the results. Furthermore we developed web page to let us specify search key words, constrain the search to the “Output” folder on the server and to display the results.

Extending the approach

A lot of our datasets are found in Microsoft Excel files. The motivation for the development of the tools and methods described in this document was the need to locate and use these numerous files that became increasingly difficult to retrieve mainly because they were detached from the meta-data that described them. The basic approach of linking data and existing meta-data could be applied to other specialized applications. For instance, the TransVic project (Okono A., personal communication) has a large image collection that could be easily linked to the “study” items in that project, thus providing a rich set of meta-data that could simplify the locating and retrieving the images for some desired purpose. Rober Zomer, the coordinator of the Consortium for Spatial Information, has proposed to provide and disseminate CGIAR-developed GeoSpatial tools. Locating and using the tools would be helped by linking the related rich meta-data in “study” items to the tools. 

In this report we have presented a very simple schema and used for marking up research documents and linking “study” items to data files. It has only 5 elements (compared to the Dublin Core Initiative that has 15 and the FGDCC standard that has close to 300). The cost of this simplicity is that the type of search that one could do is limited to those that use key words from a full text index. So, searches with quantitative criteria are not possible. You will not be able to specify criteria like: Find data of ‘tree growth’ from locations with ‘rainfall>1000mm’.   

However, the simplicity is more likely to encourage researchers to link up data and meta-data than the much rigorous international standards that need a lot of effort from researchers and therefore used. This would take data management a step further than where it is, at least for some types of data where a formal standard does not exist. If more meta-data structuring is required than is provided in this toolbox, this can be done readily by modifying the main schema files ‘study.xsd’ which is a plain text file. The transformation files would also need to be modified to give the desired results.

 For those that standards do exist, data archived using this simple scheme would be easy to transcribe into the required standard even when the originators are no longer available.

Appendix 4. Best Practices for Preparing Ecological and Ground-Based Data Sets to Share and Archive 

Robert B. Cook, Richard J. Olson, Paul Kanciruk, and Leslie A. Hook 
Environmental Sciences Division, Oak Ridge National Laboratory 
October 2000

At the request of several field researchers, we have written guidance on data management practices investigators should perform during the course of data collection to improve the usability of their data sets. This guidance is tailored to those who perform ecological and other ground-based measurements, although many of the practices may be useful for other data collection activities. 

We assembled what we feel are the most important practices that researchers could implement to make their data sets ready to share with global change researchers. These practices could be performed at any time during the preparation of the data set, but we suggest that researchers consider them before measurements are taken. 

The seven best practices are: 

1. Assign Descriptive File Names 

2. Use Consistent and Stable File Formats 

3. Define the Parameters 

4. Use Consistent Data Organization 

5. Perform Basic Quality Assurance 

6. Assign Descriptive Data Set Titles 

7. Provide Documentation 


1. Assign Descriptive File Names
File names should reflect the contents of the file and include enough information to uniquely identify the data file. File names should contain information such as project acronym, study title, location, investigator, year(s) of study, and file type. The file name should be provided in the documentation (Sect. 7) and in the first line of the header rows in the file itself. 

Clear, descriptive, and unique file names may be important later when your data file is combined in a directory or FTP site with your own data files or with the data files of other investigators. Avoid using file names such as mydata.dat or 1998.dat. 

An example of a great file name: narsto_texas_pm2.5_study_1997-1998.csv 

where NARSTO is the name of the project, Texas is the location, “PM2.5 Study” is the project name, 1997-1998 is the date of the study, and .csv is the file type (format). 

When choosing a file name, check for any database management limitations on file name length and use of special characters. Also, in general, lower-case names are less software and platform dependent. You may want to use similar logic when designing directory structures and names. Also, the data set title (see Sect. 6) should be similar to the data file name(s). 


2. Use Consistent and Stable File Formats
Using ASCII file formats is the best way to ensure that field data are readable into the future. Use the same format throughout the file – don’t have a different number of columns or re-arrange the columns within the file. At the top of the file, include several header rows. The first row should contain the file name, data set title, author, date, and companion file names. Other header rows (column headings) should describe the content of each column, including one row for parameter names and one for parameter units. 

Within the ASCII file, delimit the parameter fields using commas, pipes (|), tabs, or semicolons; these are listed in order of our preference. Avoid delimiters that also occur in the data fields. If this cannot be avoided, enclose data fields that also contain a delimiter in single or double quotes. Don’t include rows with summary statistics; it is best to put summary statistics, figures, and other comments in a separate file or in the documentation. 

Some field researchers may generate raster data (image data or gridded GIS data). We don’t offer any general recommendations about raster data, except that the format needs to be clearly documented. Binary file formats are used for most raster data, especially large-volume raster data. For small-volume raster data (coarse resolution global data or fine resolution data of a field site), ASCII format may be appropriate. 

If you cannot use ASCII or binary files formats, another option is non-proprietary public domain data formats such as NET-CDF or HDF. Both of these formats have been used extensively to date and are reasonably well supported with open source versions of the software needed to read and write these formats. 

Whatever file format you use, be sure to thoroughly document the format (see Sect. 7). 


3. Define the Parameters
In order for others to use your data, they must fully understand the parameters in the data set, including the parameter name, unit of measure, and format. The parameters reported in the data set need to have names that describe the contents. The documentation should contain a full description of the parameter. Use commonly accepted parameter names, for example, Temp for temperature, Precip for precipitation, Lat and Long for latitude and longitude. See the references in the Bibliography for additional examples. Also, be sure to use consistent capitalization (not temp, Temp, and TEMP in the same file) and use only letters and numerals in the parameter name. Because some software allows a limited number of characters, make sure that the first 8 characters are unique. 

The units of reported parameters need to be explicitly stated in the data file and in the documentation. We recommend SI units but recognize that each discipline has its own commonly used units of measure. The critical aspect here is that the units be defined so that others understand what is reported. Within each data set, choose a format for each parameter, explain the format in the documentation, and use that format throughout the file. 

We recommend the following formats for common parameters: 

Dates: yyyymmdd, e.g., January 2, 1997 is 19970102. 

Time: Use 24-hour notation (13:30 hrs instead of 1:30 p.m.). Report in both local time and Coordinated Universal Time (UTC). Include local time zone in a separate field. As appropriate, both the begin time and end time should be reported in both local and UTC time. Because UTC and local time may be on different days, we suggest that dates be given for each time reported. 

Spatial Coordinates: Spatial coordinates should be recorded in decimal degrees format to at least 4 (preferably 5 or 6) significant digits past the decimal point. Provide latitude and longitude with south latitude and west longitude recorded as negative values, e.g., 80 30' 00" W longitude is is –80.500000. Make sure that all location information in a file uses the same coordinate system, including coordinate type, datum, and spheroid. Document all three of these characteristics (e.g., Lat/Long decimal degrees, NAD83 (North American Datum of 1983), WGRS80 (World Geographic Reference System of 1980)). Mixing coordinate systems (e.g., NAD83 and NAD27 (North American Datum of 1927)) will cause errors in any geographic analysis of the data. 

Elevation: Provide elevation in meters. Include detailed information on the vertical datum used (e.g.- North American Vertical Datum 1988 (NAVD 1988) or Australian Height Datum (AHD)). 

Missing Values: Use decimal point (.) or extreme value (-9999). Do not use character codes in a numeric field. Use the same notation for each missing value in the data set. The codes should not be parameter specific. Supply a flag or tag in a separate field to define briefly the reason for missing data. 


4. Use Consistent Data Organization
We recommend that you organize the data within a file in one of two ways. Whichever style you use, be sure to place each observation in a separate line (row). Most often each row in a file represents a complete record and the columns represent all the parameters that make up the record. This arrangement is similar to a spreadsheet or matrix. For example: 

Station     Date        Temp  Precip

Units       YYYYMMDD    C     mm              

HOGI        19961001    12    0.0

HOGI        19961002    14    3.3               

HOGI        19961003    19    -9999.9
The final value of –9999.9 is a missing value code for this data set. If you use a coded value or abbreviation for a site or station (e.g., HOGI stands for Hog Island, VA), be sure to provide a definition, including spatial coordinates, in the documentation. 

A second arrangement may be more efficient when most records do not have measurements for most parameters, that is, a very sparse matrix of data, with many missing values. In this arrangement, one column is used to define the parameter and another column is used for the value of the parameter. Other columns may be used for site, date, treatment, and units of measure. For example: 

Station     Date       Parameter      Value   Unit

HOGI        19961001   Temp           12      C

HOGI        19961002   Temp           14      C

HOGI        19961001   Precip         0       mm

HOGI        19961002   Precip         3.3     mm
An important issue with data organization is the number of records in each file (file size). There are a number of factors that determine the optimal number of records in a file, and we don’t have any hard and fast rules. In general, keep a set of similar measurements together (e.g., same investigator, methods, and instruments) in one data set. Please do not break up your data into many small files, e.g., by month or by site if you are working with several months or sites. Instead, make month or site a parameter and have all the data in one large file. Researchers who later use your relatively large data file won’t have to process many small files individually. There is an upper limit to the size of files, though. Large files (on the order of several tens of thousands of records, or several megabytes) do become unwieldy and may be too large for some applications. These very large data files need to be broken into logical smaller files. 

If you are collecting several different types of measurements at a site (e.g., leaf area index and above- and belowground biomass), place each type of measurement in a separate data set. For each data set, use similar data organization, parameter formats, and site names, so that users understand the interrelationships between data sets. 


5. Perform Basic Quality Assurance
In addition to scientific quality assurance (QA), we suggest that you perform basic data QA on the data file: 

· Check file format by making sure the data are delimited/line up in the proper column. 

· Check file organization and descriptors to ensure that there are no missing values for key parameters (such as sample identifier, station, time, date, geographic coordinates). Sort the records by key data fields to highlight discrepancies. 

· Check the content of measured or derived values. Scan parameters for impossible values (e.g., pH of 74; negative values where negative values are not possible). Review printed copies of the data file(s) and generate time series plots to detect anomalous values. 

· Perform statistical summaries (frequency of parameter occurrence) and review results. 

· If location is a parameter (latitude/longitude) then use scatter plots or GIS software to map each location to see if there are any errors in coordinates. 

· Verify data transfers (from field notebooks, data loggers, or instruments). For data transfers done by hand, consider double data entry (entering data twice, comparing the two data sets, and reconciling any differences). Where possible compare summary statistics before and after transfers. 


6. Assign Descriptive Data Set Titles
We recommend that data set titles be as descriptive as possible. When giving titles to your data sets and associated documentation, please be aware that these data sets may be accessed many years in the future by people who will be unaware of the details of the project. 

Data set titles should contain the type of data and other information such as the date range, the location, and the instruments used. If your data set is part of a larger field project, you may want to add that name, too (e.g., LBA or SAFARI 2000). In addition, we recommend that the length of the title be restricted to 80 characters (spaces included) to be compatible with other global change data collections. The data set title should be similar to the name(s) of the data file(s) in the data set (see Sect. 1). 

Some bad titles: 

· "The Aerostar 100 Data Set", 

· "Respiration Data", 

· "Amazonian Respiration Data" 

A great title: 

· “LBA Respiration Data for Broadleaf Evergreen Trees in Rondonia, Brazil, 1999-2000” 


7. Provide Documentation
The documentation accompanying your data set should be written for a user 20 years into the future--what does that investigator need to know to use your data? Write the document for a user who is unfamiliar with your project, methods, or observations. 

To ensure that documentation can be read 20 years in the future requires that it be in a stable non-proprietary format. We recommend ASCII format for text. If figures, maps, equations, or pictures need to be included, use a non-proprietary document format such as html (hypertext markup language). Images, figures, and pictures may be included as individual gif (graphics interchange format) or jpg (Joint Photographic Experts Group) files. Stable proprietary formats such as rtf (rich text format) or pdf (portable document format) are a suitable last resort. 

The documentation should be in a separate file that is identified in the data file. The name of the documentation file should be similar to the name of the data set file. 

The data set documentation should provide the following information: 

· The name of the data set, which will be the title of the documentation (see Sect. 6) 

· The scientific reason why the data were collected 

· What data were collected 

· What instruments (including model and serial number) (e.g., rain gauge) and source (meteorological station) were used 

· Who collected the data and who to contact with questions (include e-mail and Web address if appropriate) 

· Who funded the investigation 

· The name(s) of the data file(s) in the data set (see Sect. 1) 

· How to cite the data set 

· Where and with what spatial resolution the data were collected. If codes are used for location, be sure to define the codes in the documentation (e.g., HOGI in Sect. 4) 

· When and how frequently the data were collected 

· How each parameter was measured or produced (methods), its units of measure, the format used for the parameters in the data set, the precision and accuracy if known, and the relationship to other data in the data set if appropriate (see Sect. 3) 

· What the environmental conditions were (e.g., cloud cover, atmospheric influences, etc.) 

· The data processing that was performed, including screening 

· Standards or calibrations that were used 

· Software (including version number) used to prepare the data set 

· Software (including version number) needed to read the data set 

· The quality assurance and quality control that have been applied (see Sect. 5) 

· Special codes used, including those for missing values (see Sect. 3) or for stations (see Sect. 4) 

· The date the data set was last modified 

· Summary statistics generated directly from the final file 

· Example file record 

· Pertinent field notes or other companion files; the names of the files should be similar to the documentation and data file names 

· Related or ancillary data sets 

· Known problems that limit the data’s use 

Documentation can never be too complete. 
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